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Cybercrime and Malware

Adversary 200 Million to 1.2 Billion in 10 years Growth

L 600%
& =
Internet

End-point System \‘l’ = . . . I I I I I I I

’

i

=Gl . .
. — Figure: Growth of Malware and Potential Unwanted
™05 Applications (PUA)!

! https://www.av-test.org/en /statistics/malware/
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Malware Analysis and Machine Learning

® Supervised Machine Learning
(ML)
® Static malware analysis
® Computational efficiency

Feature Malicious
® Easy-to-Scale Extraction Classifier
® Existing expert knowledge Benign
® Significant performance anonymous.exe  .exe to image credit https://binvis.io/

* LightGBM on EMBER?
®* ROC AUC 0.996

2H. S. Anderson and P. Roth, “EMBER: an open dataset for training static pe malware machine learning models,” arXiv, 2018.
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Ever Evolving Growth of Malware

e AV-TEST = 450K new malware and PUA each day?!

e VirusTotal = 1.8M unique software samples each day3

> ] virusTotal

A
TEST

1 .
https://www.av-test.org/en /statistics/malware/

VirusTotal, https://www.virustotal.com/gui/intelligence-overview
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Ever Evolving Growth of Malware

o AV-TEST = 450K new malware and PUA each day!

e VirusTotal = 1.8M unigue software samples each day?

Huge data volumes drive up costs and training times

AVA Z VirusTotal

TEST

1 .
https://www.av-test.org/en /statistics/malware/

VirusTotal, https://www.virustotal.com/gui/intelligence-overview

Takeaways
[e]e]

6/43



Research Preliminaries CF for Malware Malware Data Distribution MADAR Takeaways
o] 0000800000000 0000000000 000000 0000000000 [e]e]

Less than Ideal Solutions

Expanding Training Effort

expend tremendous effort to frequently
retrain over all the data
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Less than Ideal Solutions

Expanding Training Effort

expend tremendous effort to frequently
retrain over all the data

‘©Marty Bucella winw martybucella com

Remove Older Samples

allows attackers to revive older
malware instead of writing new ones

"Of course I forgot what I learned last year.
T have to make room in my brain for
the new stuff.”

Figure: from 4

4http://www.mar‘tybucella.com/E199.gi1’
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Less than ldeal Solutions

Expanding Training Effort

expend tremendous effort to frequently
retrain over all the data

Remove Older Samples

allows attackers to revive older
malware instead of writing new ones
Expanding Training Effort

at the cost of not adjusting to changes
in the distribution

4http://www.mar‘tybucella.com/ElQQ.gif

MADAR
0000000000

=

N

*Of course I forgot what I learned last year.
the new stuff.”

Figure: from *

Takeaways
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Continual Learning

® Acknowledges

Training
® Continuous distributional shift
1
® Non-stationary data (X,Y) ~ D,
® QObserved periodically
(T, T2y oy Tw) .
o Different data distribution in | Learning Model
each period (D1, Ds, .., Dy)
b b ) —T
® Data from each period is :
referred to as task X ~ D,

® tasky € (TN, DN)
® New class/ new samples/

new objective Inference
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Continual Learning

® Acknowledges T
® Continuous distributional shift T
. 1
® Non-stationary data ka Y) ~ DJEX’ Y) ~ Dﬂ'
® Observed periodically
(T, T2y ey Tw)
* Different data distribution in | Learning Model
each period (Dy, Ds, .., Dy) T
® Data from each period is
referred to as task D, § gl
* tasky € (Tw, D) ’
® New class/ new samples/ e
nference

new objective
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Continual Learning

® Acknowledges

Training
® Continuous distributional shift T
. 1
® Non-stationary data LX Y) DJLX Y) DJ’ EX Y) Dj
® Observed periodically
(T, T2y ey Tw)
* Different data distribution in | Lea"“"g Model
® Data from each period is X~ D
referred to as task X ~ D, § ~ g; ..... o D;
® tasky € (TN7 DN) e NDN
® New class/ new samples/ e
nference

new objective

Takeaways
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Continual Learning

® Inspired by human learning
process
® Continuous learning
® Observe and learn
® Storage — abstract
representation in the
hippocampus
® Relax the need to store all the
data
® Reduce storage cost

® Reduce computational cost

13/43
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Continual Learning

® Inspired by human learning
process
® Continuous learning
® Observe and learn
® Storage — abstract
representation in the
hippocampus
® Relax the need to store all the ils o
data ~— \

® Reduce storage cost

® Reduce computational cost

Challenge — Catastrophic Forgetting

Forgetting would reintroduce vulnerabilities

14/43
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Catastrophic Forgetting (CF)
Neural Networks suffer from catastrophic forgetting®

® Forget the old tasks, unlikely to happen in human learning

Task 1

{tiger,elephant}

{cat,dog}
Training N Training |
|_ « : \_ . ::i: ’
. : e
e. 6,

Figure: from ©

McCloskey and Cohen, Catastrophic interference in connectionist networks: The sequential learning problem, Psychology of learning and

motivation, 1989.
6
https://mrifkikurniawan.github.io/blog/2021/Catastrophic_Forgetting_in_Neural_Networks_Explained 15,43


https://mrifkikurniawan.github.io/blog/2021/Catastrophic_Forgetting_in_Neural_Networks_Explained
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Malware Classification Pipeline

® Family
« Citadel ol e s A
® QObserve and learn Test Sample L
® Gameover
® Cthonic, and so on Whh Multi-class
e Category/Behavior FamIi(I:y? i Classification
o Adware LN R
o Ransomware ................... e
® Banking Trojan P | Satedon) | Classification
e Backdoor, and so on L rrrrrrrrr— "
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CL in Malware Classification Pipeline

® Domain Incremental
Learning (Domain-IL)

° DIStrIbutIOn Shlft Malware Samples Malware Samples
] @ @‘3@‘ Test Samples REGR Fo B@ BB
® Emergence of new Beecgens RERET g Ba

Class-IL Task-IL

malware Domain-IL
e (lass Incremental
Learning (Class-IL SIS P, Goodware Mned nred Category?
g ( ) . Z UHE Malware >“: DH?E Family? ((j UHUE
® NeW malWare famlly Trained Binary Trained Multi-class Trained Multi-class

Model Classification Model Classification Model Classification

® Task Incremental
Learning (Task-IL)

® New malware category
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Adapted CL Techniques for Malware Classification

® Regularization
® Elastic weight consolidation (EWC)

Published at 15t Conference on Lifelong Learning Agents, 2022

® EWC Online (EWC-0), and

® Synaptic Intelligence (SI) NI LTINS OF CoNTIRUAL LEARNIG ok
® Replay

® | earning without forgetting (LwF)
® Generative replay (GR) and GR w/ avsteact

. . . Malicious software (malware) classification offers « unique challenge for continual learning (CL)
Distillation regimes dus 0 the vomo o new samples recived on  drily basis and th cvation of mavare
® Replay through feedback (RtF) e i e

-
in reducing training and storage overhead. To date, however, there has been no exploration of

Mohammad Saidur Rahman, Matthew Wright Scott E. Coull
ESL Global Cybersecurity Institute Mandiant
Rochester Institute of Technology scott . coul lamandiant .com

il.rit.odu,matthew.wrighterit.edu

° B . . . d | B | R CL applied to malware classification tasks. In this paper, we study 11 CL techniques applied to
- three malware tasks covering common incremental learning scenarios, including task, class, and

rain inspired replay ( ) A g e et i s, g e

we evaluate the performance of the CL methods on both binary malware classification (Domain-

[ ] Re p I ay W EXe m p | a rs continual learning methods significantly underperformed naive Joint replay of the training data in

the trainin replay. Finally,

® Experience replay (ER) e e i B s s e e o g

techniques that are more effective in the malware classification domain.

® |ncremental classifier and
representation learning (iCaRL)

Takeaways
[e]e]
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EMBER Dataset

N Goodware

* EMBER (Windows Malware)? 50000 = Matuere
® Spans 12 months 40000
® Real-world data distribution shift
® 400K goodware, 400K malware
® Top 100 families 10000
® 2381 features .

20000

Number of Samples
w
S
S
1)
S}

Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Incremental Month

2Anderson, Hyrum S., and Phil Roth. "EMBER: an open dataset for training static pe malware machine learning models.” arXiv 2018:
20/43
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Evaluation: EMBER Domain-IL

—8— None —e— i —8— AGEM
—o— Joint —o— LwF - ER
—o— EWC - GR —o— RiF
EWC Online GR+Distll —@— BIR
==
® Benchmarks 0.9 o
0.90F

® None — No CL techniques applied
® Joint — Static training (training
over accumulated data)

Accuracy
o o
[o's} o
(=] t

; i

<

4

ot
T

0.70F

5 S O NS SN SN SN S SN SN, S
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Incremental Months
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Evaluation: EMBER Domain-IL

—&— None —-— s —o— AGEM
—o— Joint —— LwF —— R
—— EWC —— GR —o— RtF
® Benchmarks EWC Online GR+Distil ~ —@— BI-R
® None — No CL techniques applied
® Joint — Static training (training 0.9 N
over accumulated data) 0.90F

=

e

&
T

Accuracy
o
[o's}
(=]
;

None of the CL techniques are effective in 0.75¢
the Domain-IL setting 0.70k
0.6

5 S O NS SN SN SN S SN SN, S
Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Incremental Months
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Evaluation: EMBER Class-IL

® 10 of the 11 methods performed
poorly

® Only iCaRL performing marginally
better against the Joint replay baseline

Accuracy

=@ None —&— LwF —&— ER
—&— Joint —— GR —0— RtF
—&— EWC GR+Distill iCaRL

EWC Online —&— A-GEM =0 BIR
—— i

—2—0—

50 55 60 65 70 75 80 8 90 05 100

Incremental Classes
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Evaluation: EMBER Task-IL

Several CL techniques work reasonably well on Task-IL

—®— None —@— EWC - S| —e— GR —&— A-GEM —@— ER —@— RtF —@— BIR
—&— Joint EWC Online  —@— LwF  —®— GR+Distill
1.0F
0.9r
o
C 0.8r
=1
]
<
0.71
0.61

1 2 3 4 5 6 7 8 o 10 11 12 13 14 15 16 17 18 19 20
Incremental Task - Each Task Contains 5 Classes

Takeaways
[e]e]
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Overall Analysis

Unexpected Findings

® None of the CL techniques are effective in the Domain-IL setting
® 10 out of 11 techniques are ineffective in the Class-IL setting

Takeaways
[e]e]
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EMBER Dataset Complexity

Dataset complexity is significantly higher than image space, and feature space is more
semantically-rich

MNIST 2 Class

EMBER 2 Class
MNIST 10 Class °
: EMBER 10
Class

26 /43
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EMBER Real Domain Shifts

Original
MNIST (no
permutation)

Cumulative MNIST -
data from Task 1 to |
Task 12 using
permuted MNIST
protocol.

MADAR
0000000000

EMBER data of
January

Takeaways
oo

Dac
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Malware samples for each task

® Belong to multiple families
® Indicating sub-distributions within malware distribution

Task #of Goodware | #of Malware | #of Malware Families
January 29423 32491 913
February 22915 31222 976
March 21373 20152 898
April 25190 26892 804
May 23719 22193 909
June 23285 25116 945
July 24799 26622 776
August 23634 21791 917
September 26707 37062 1160
October 29955 56459 393
November 50000 50000 574
December 50000 50000 754

28/43
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Malware samples for each task
® Belong to multiple families
® |ndicating sub-distributions within malware distribution
Task | #of Goodware | #of Malware | #of Malware Families
‘ January 29423 32491 913
'y 22! 1222
March 21373 20152 898
April 25190 26892 804
May 23719 22193 909
June 23285 25116 945
July 24799 26622 776
August 23634 21791 917
September 26707 37062 1160
October 29955 56459 393
November 50000 50000 574
December 50000 50000 754

Takeaways
[e]e}
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Malware Data Distribution
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Emergence of New Families in each Task

913

Apr

May Jun Jul Aug
Incremental Task Months

873

B |earned Families
B New Families

Takeaways
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Summary of Exploratory Analysis

Malware distribution in each task
® Contains multiple sub-distributions
® On an average around 800 families

Lot of new novel families emerge
® QOld families observed infrequently

Substantial #of samples wo/ AV class labels
Priorities change over time

® Prominent families do not remain prominent

31/43
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MADAR: Malware Analysis

® CL technique should capture both
representative and discriminative
samples 8

® Family based sample selection
® To accommodate varying families
® Representative samples

® Samples closer to the cluster
mean

® Discriminative (outlier) samples

® Samples farther away from the
mean

ata Distribution l;/lOAOD(ﬁ)ROOOOO If,’l(a\“‘ws
with Diversity-Aware Replay
... . . .
Figure: t—SNE préjection of EMBER malware

from January 2018

7Aljundi, Rahaf, et al. " Gradient based sample selection for online continual learning.” NeurlPS 2019.

Bang, Jihwan, et al. "Rainbow memory: Continual learning with a memory of diverse samples.” CVPR 2021.

32/43



Research Preliminaries
o] 0000000000000

CF for Malware
0000000000

Malware Data Distribution
000000

MADAR Takeaways
[e]e]

0O@00000000

Replay-based CL for Malware Classification

1. Initial Phase

® |nitialize model w/ available data

® Store the available data

2. CL Phase

® |nitialize model — CL Model
® Replay some old data from the

storage

® Use (some/all) new data

-
! Storage &

Initial
Data

@ Initial Model

———
Replay Buffer New
ey h Data
—2=> 3% 8% =
‘g0 00 |
900 OO
""""""
Continual
Learning VY- i

Model | £
oHD |5}
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Replay-based CL for Malware Classification

1. Initial Phase
® [nitialize model w/ available data
® Store the available data

2. CL Phase
® |nitialize model — CL Model
® Replay some old data from the
storage
® Use (some/all) new data

! Storage

Initial
Data

@ Initial Model

MADAR

‘-------\

‘E @ Replay Buffer T New
"""""" | Data

-.—@—» 8 80 '@ |
' 820 88 |

Continual
Learning, "

O)

QO
Predictions

i

Predictions
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MADAR — Isolation Forest based Sampling (IFS)

= & New Data o33,

1. Initial Phase ]

® [nitialize model w/ available data

® Store the available data o —
2. CL Phase sample S, S1, .., S Constraint ® Replay Buffer

® |nitialize model — CL Model @

® |FS Module

° Rep|ay Buffer Isolation Forest Module EZ;::}:;'

Model

ﬂ§ Initial Model
&
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MADAR — Anomalous Weights based Sampling (AWS)

® Hidden representation
® Weights of the model
® Anomalous and Similar weights
® Backtrack to raw feature space
® Low dimension

® Faster to process than raw feature
space
® je., 2381 — 256 (for EMBER)

(Csorage )
_—

Memory Buffer
Constraint

Initial Data

@

]

familyy 5, Mapping Function

Index 0,1,..,M Samples Sy, 51,..,5u T

sample So, S1,..,Sn  Weights Wo, Wi,..,War
A\

o Familyy
) index  0,1,..,M
Weights Wo, Wi, .., War

Trained Model from
Immediate Previous Task

*
J{i & ik

Isolation Forest Module

Initial Model

New Data -ii:

@

©)

Replay Buffer
3 1
1

8

Continual
Learning
Model

®
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Dataset — Android Malware w/ Drebin® Features

¢ AndroZoo Repository!®
® AZ-Domain for Domain-IL
® Spans 9 years (2008 — 2016) — 80,690
malware and 677,756 goodware
® 3,858,791 features — 1,789 (after variance
thresholding)
® O:1 ratio of malware and goodware
® Virus total detection count (c) >= 4
® AZ-Class for Class-IL
® 285,582 malware samples w/ VTDC >= 4
® Top 100 families with at least 200 samples
each
® 1,067,550 features — 2,439 (after variance
thresholding)

gArp, Daniel, et al. " Drebin: Effective and explainable detection of android malware in your pocket.” NDSS 2014.

IOAIIix, Kevin, et al. "Androzoo: Collecting millions of android apps for the research community.” MSR 2016.
37/43
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Evaluation — MADAR-IFS in Domain-IL

Research

EMBER AZ
Group Method Budget Budget
IK | 100K | 200K | 400K IK | 100K | 200K | 400K
Bacelines | J0int 96.440.3 97.340.1
None 93.14+0.1 94.440.1
ER 80.640.1 | 69.940.1 | 70.0+0.1 | 70.040.1 | 40.440.1 | 42.6+0.1 | 44.0+0.1 | 48.6+1.1
Prior AGEM 80.540.1 | 70.040.1 | 70.040.2 | 70.04£0.1 | 45.440.1 | 53.740.6 | 542403 | 56.7+0.3
Work GR 93.1+0.2 03.340.4
RtF 093.240.2 03.440.2
BI-R 93.44:0.1 03.540.1
GRS 03.6+0.3 | 95.3+0.7 | 95.940.1 | 96.040.3 | 953+0.1 | 97.140.1 | 97.140.1 | 97.2+40.1
our MADAR-R 93.7+0.1 | 95.3+0.6 | 96.0+0.1 | 96.1+0.1 | 95.8+0.1 | 97.040.1 | 97.0+0.1 | 97.0+0.1
urs MADAR-U 93.64+0.2 | 95.3+0.1 | 95540.1 | 95.8+0.1 | 95.740.1 | 95.2+0.1 | 95440.1 | 96.3+0.2
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Evaluation — MADAR-IFS in Class-IL

Research

EMBER AZ
Group Method Budget Budget
00 | 1K | 10K | 20K 00 | 1K | 10K | 20K

Baselines ‘ Joint ‘ 86.540.4 94.2+0.1

None 26.5+0.2 26.4£0.2

TAMIL 32.240.3 35.3+0.2 38.2+0.3 38.8+0.2 53.4+0.3 57.6+0.3 63.5+0.1 67.7+0.3

iCaRL 53.940.7 60.0+1.0 64.6+0.8 66.8+1.1 43.6+1.2 61.7+0.7 81.5+0.6 84.6+0.5
Prior ER 27.540.1 28.0+0.1 28.0+0.1 28.240.1 50.8+0.7 58.940.2 62.940.7 64.24+0.4
Work AGEM 27.340.1 27.740.1 28.240.1 28.240.1 27.3£0.7 27.140.3 28.2+1.0 28.0+0.8

GR 26.8+0.2 22.740.3

RtF 26.5+0.1 22.940.3

BI-R 26.9+0.1 23.440.2

GRS 51.94+04 | 75.4+07 | 83.5+0.1 | 84.61+0.2 | 43.8+0.7 | 702404 | 86.4+0.2 | 89.140.2
Ours ‘

MADAR-R ‘ 68.0£0.4 ‘ 76.0£0.3 ‘ 83.240.2 ‘ 84.0£0.2 ‘ 59.4+0.6 ‘ 71.9£0.5 ‘ 86.31+0.1 ‘ 89.1+0.1

MADAR-U 66.4+0.4 79.4+0.4 84.81+0.1 85.8+0.3 57.3+0.5 76.2+0.2 89.8+0.1 91.5+0.1
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Evaluation — MADAR-IFS in Task-IL

EMBER AZ
Group Method Budget Budget
100 l 1K l 10K [ 20K 100 l 1K 10K [ 20K

Baselines ‘Jomt ‘ 97.04:0.3 ‘ 98.8+0.2

None 74.640.7 74.540.2

TAMIL 72.840.1 | 86.940.2 | 90.340.1 | 94.2+0.7 | 805404 | 91.54+0.2 | 93.540.1 | 94.8+0.2

ER 67.4403 | 89.5+0.5 | 94.8402 | 954+0.1 | 83.6402 | 923403 | 96.240.1 | 97.5+0.2
Prior AGEM 79.64+0.2 | 83.8+0.4 | 86.14+02 | 89.3+0.1 | 76.74+05 | 853+0.1 | 867402 | 91.3+0.3
Work GR 79.84:0.3 75.640.2

RtF 77.840.2 74.240.3

BI-R 87.24:0.3 85.440.2

GRS 86.9+0.3 | 93.6+0.3 | 94.7+0.3 | 95.0+0.1 | 85.2+0.1 | 90.840.1 | 93.5+0.1 | 95.240.1
Ours ‘ MADAR-R ‘ 92.14+0.2 ‘ 93.840.2 ‘ 94.840.2 ‘ 95.640.1 ‘ 86.04-0.3 ‘ 92.440.1 ‘ 96.74-0.1 ‘ 97.940.2

MADAR-U | 93.4+0.2 | 93.940.3 | 95.6+0.1 | 95.840.2 | 88.1+0.3 | 94.54+0.3 | 98.1+0.1 | 98.740.1

Takeaways

(e}
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Summary of the Findings

® Prior CL techniques — do not work well for malware tasks

® Due to the complexity of the data and unique non-stationary nature
® Malware distribution represents diversity among and within families
® MADAR: Diversity Aware Replay Technique

® State-of-the-art performance
® Domain-IL — Ratio variants (MADAR-R and MADAR-AWS-R)
® Class-IL — Uniform variants (MADAR-U and MADAR-AWS-U)
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Takeaways

Evolving growth of malware is a challenging
problem

® Require an ever evolving and intelligent
system for effective malware classification
and detection

. Continual Learning (CL) is an ideal candidate

® CV based CL systems fall short to mitigate
catastrophic forgetting in malware domain

. CL for malware domain —
® Must consider the diverse nature and
complexities of malware data distribution
® Lots of open research questions
MADAR achieves state-of-the-art
performance in several configurations

Takeaways
(1)
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Thank You
Question?
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